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Surveillance 
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Digital technologies offer huge potential to improve the accuracy, breadth, reliability, and speed of contact 
tracing and other public health surveillance measures. However, in the absence of appropriate global gover-
nance frameworks, the usage of digital technologies during health emergencies presents multidimensional 
challenges. The article by Sharifah Sekalala and colleagues in this issue analyzes the human rights impli-
cations of tools used for outbreak surveillance and suggests concrete recommendations to mitigate risks to 
human rights. 

This commentary discusses the technological and governance challenges associated with their recom-
mendations. It incorporates a technological feasibility viewpoint into some of the recommendations and 
proposes one additional recommendation to strengthen the governance and accountability of technology 
developers, regulators, and evaluators.

Digital tools for public health surveillance

As Sekalala and colleagues note, several countries now use digital COVID-19 surveillance technologies for 
symptom tracking and contact tracing to enable rapid case identification and integration into public health 
databases.1 Most technologies use location or GPS services (for example, China’s Health Code and Ghana’s 
COVID-19 Tracker) or Bluetooth (for example, France’s TousAntiCovid and Singapore’s TraceTogether). 
Many use a decentralized exposure notification system that aims to protect privacy, which was jointly 
created by Google and Apple (for example, Switzerland’s SwissCovid and Japan’s COCOA), while others 
use hybrid solutions (for example, Germany’s CoronaWarnApp and India’s Aarogya Setu).2

As discussed below, recent innovations also support privacy protection during public health surveil-
lance, such as by using the data produced by such tools for disease modeling and epidemic dashboards, 
informing health decisions through technology-driven disease testing, or using technology to counter 
health-related discrimination. Each of these innovations comes with technological strengths and limita-
tions, ethical challenges, and even threats to human rights. But there are potential solutions.
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Evidence-based measures

Sekalala and colleagues recommend that countries 
proactively ensure evidence-based decision-mak-
ing by utilizing existing legal standards, such as the 
Siracusa Principles, to assess the necessity and pro-
portionality of digital surveillance technologies.3 
The Siracusa Principles provided an important le-
gal basis for the strengthening of the World Health 
Organization’s International Health Regulations 
in 2005, emphasizing the importance of respect 
for human rights in an outbreak response.4 Digital 
surveillance technologies can easily be dispropor-
tionate vis-à-vis public health needs, and when 
employing such technologies, countries should 
not only examine these tools’ necessity, legality, 
and proportionality but also their situational ac-
ceptability and their methods of data collection, 
storage, access, and analysis.

Along these lines, the debate over centralized 
versus decentralized approaches to digital contact 
tracing—such as the debate over Europe’s PEPP-PT 
(centralized) versus Switzerland’s DP3T (decentral-
ized)—highlights how technological innovations 
could help uphold human rights.5 

Decentralized approaches, with personal data 
saved only on an individual’s device, are less intru-
sive than centralized approaches, with data stored 
on a single database. Centralized data creates great-
er risks and therefore a greater need to consider 
the legality, necessity, and proportionality of the 
approach. Leaky data architectures of unregulated 
centralized approaches may allow the exploitation 
of sensitive health data to unlawful effect, such as 
the tracking of individuals’ personal movements.6 
Security, safety, interoperability, and consent 
concerns also remain, as highlighted by Moroc-
co’s experience: a widely used centralized contact 
tracing app, Wiqaytna, developed by the Moroccan 
Ministry of the Interior interprets national regu-
lations to allow authorities to disproportionately 
access and process personal data without individ-
uals’ informed consent.7 

In comparison, decentralized approaches 
generally offer greater privacy, anonymization, 
confidentiality, and ownership of health data.8 
An example is the exposure notification system 

jointly created by Apple and Google, which al-
lows countries to prioritize privacy-preserving 
contact tracing.9 For this purpose, the tech giants 
leveraged application programming interfaces 
(APIs), which are software technology protocols 
that enable smooth data transmission between 
multiple interacting applications.10 This system 
is more expensive than conventional centralized 
approaches, meaning that certain countries may 
not see financial advantages to this public-private 
partnership. However, this decentralized example 
offers an added defense against data exploitation 
and human rights violations.

But at the same time, neither system is fool-
proof. Mobile-phone-based contact tracing for 
COVID-19 works provided that the devices are 
switched on, the phones’ Bluetooth or location sen-
sors are turned on, the devices are within 1.5 meters 
of each other, and they stay that way for at least 
for 15 minutes. Virus transmission with just one 
of these conditions unmet can produce false nega-
tives. Equally concerning, two mobile phones may 
contribute data to contact tracing pools without 
detecting the fact that people are separated by walls 
or solid surfaces (assuming no robust proximity 
sensors), giving false positives.11 

While a consideration of the legality, propor-
tionality, and necessity is clearly key in selecting 
an approach to contact tracing, countries must 
also factor into their selection the real-world com-
promises required by technologies that are rapidly 
evolving. 

Integrated public health measures

Sekalala and colleagues encourage countries to 
ensure that symptom tracking and contact tracing 
tools are integrated into countries’ public health sys-
tems. They do not address how health systems may 
be further strengthened by using data produced by 
contact tracing to inform population-level digital 
health tools, such as epidemiological modeling for 
disease surveillance and remote testing technolo-
gies; but these deserve reflection as well. 

Outbreak surveillance tools such as the 
World Health Organization’s Go.Data do aid the 
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discovery of disease transmission dynamics and 
pandemic response.12 So do epidemiological mod-
eling and disease dashboards like that hosted by 
Johns Hopkins University.13 Digital health technol-
ogies such as geospatial maps also show promise in 
disease surveillance by enabling epidemiologists to 
understand the community transmission dynam-
ics of malaria and hemorrhagic fevers.14 Predictive 
nowcasting, in which models help predict the cur-
rent value of observable data, can help countries 
choose policies that uphold and respect human 
rights, by tailoring their responses to specific needs 
and current trends.15 However, to make these mod-
els effective and to inform good decision-making 
requires more cross-sector and interdisciplinary 
collaborations that bring together policy makers, 
epidemiologists, engineers, technologists, health 
professionals, and scientists in trusted spaces to 
communicate about the models and to understand 
human aspects of pandemics. 

Such decision-making tools could be further 
enhanced by data produced by remote testing 
technologies, such as remote cough-audio-based 
testing.16 These approaches offer promise in the 
future, though currently data are not always 
transferable without loss or manipulation between 
systems (for example, among older systems such as 
in France or India).17 Continuous data integration 
may also threaten security, as in Norway or in 
Qatar, whose digital surveillance failed to preempt 
data leaks.18 Newer public health systems in Estonia 
and Rwanda have demonstrated that interoperabil-
ity can be achieved while building or strengthening 
public health systems and can result in more effec-
tive data sharing to inform national-level outbreak 
surveillance, ultimately resulting in health policy 
decisions that improve the accessibility and accept-
ability of health services.19

Furthermore, when integrating digital contact 
tracing and surveillance into health systems, it is 
crucial to bear in mind that technology can only 
complement human expertise and experience, not 
replace it. Training is imperative for community 
health workers to effectively use tech tools for 
contact tracing. An example of this is TdH’s IeDA 
project, which offers an integrated e-diagnostic 

model to strengthening rural primary health 
care.20 Its encouraging success underscores the im-
portance of integrating learning for digital health 
policies from effective HIV/AIDS responses in 
sub-Saharan Africa and elsewhere.21

Nondiscrimination

Sekalala and colleagues rightly note the risk of dis-
crimination linked to the collection and storage of 
data that do not mask identifying characteristics, 
and note that excluding populations in areas with-
out mobile phone coverage can heighten health 
inequalities. This is certainly true, but beyond 
data misuse, incomplete data collection can create 
missing chunks of health data, while deliberate 
or inadvertent non-usage of important available 
health data can be a form of missed data. Both of 
these also present direct avenues to discrimination 
against already marginalized groups. 

Poor, adolescent, and elderly populations 
typically have less access to the mobile phones 
used for contact tracing. The Global System for 
Mobile Communications Association estimates 
only about five billion owners of mobile phones 
worldwide (~65%), with half that number having 
smartphones.22 Of these, just over half have inter-
net access, including a mere half of Latin America’s 
population and a quarter of sub-Saharan Africa’s 
population. About two billion mobile phone users 
cannot use Bluetooth or API-enabled tracing tools. 
Vulnerable communities often have family mobile 
phones, owned by the breadwinner and used by all 
family members. 

This lack of access to data can cause discrim-
ination by presenting misleading and inaccurate 
health data for dissemination and analysis, further 
widening existing inequalities and resulting in 
poorly informed decisions that ultimately under-
mine the right to health.

Stronger governance frameworks

Sekalala and colleagues identify United Nations 
human rights mechanisms as one way to ensure 
the transparency and accountability of data man-
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agement.23 While this commentary seconds this 
recommendation, we may need to go much further 
to ensure the accountability not just of data holders 
(such as states) but also of technology developers 
and evaluators. While the courts may provide over-
sight based on existing legislation (as the authors 
observe in Slovakia), we are in the middle of an 
industrial revolution, and laws may quickly become 
outdated, as seen in Algeria.24

A rights-based, multisectoral, and geographi-
cally equitable global governance structure should 
set relevant standards to promote accountability 
for technology developers by monitoring a sectoral 
cycle of incentivization. Through such a structure, 
technology developers could incentivize external 
evaluators (for example, research institutes) to 
ensure that their products satisfy accepted human 
rights standards and may in turn be incentivized 
by governments that regulate the availability of 
developed products in the market. 

Regulating technology developers may re-
quire new regulations. The United Nations Guiding 
Principles on Business and Human Rights guide 
technology firms to be duty holders, but these 
principles are nonbinding, and violations may go 
unsanctioned.25 There is a clear need for global 
regulation of health data, perhaps through the cre-
ation of registers or indices similar to the Access to 
Medicines Index.26

It is concerning that there are currently no 
global benchmarks or governance mechanisms that 
can effectively regulate digital health. COVID-19 
offers an opportunity to build and strengthen a 
global rights-based, equitable, inclusive governance 
structure, such as an international health data 
regulation, that is designed with geographical and 
sectoral representation and that promotes respon-
sible and appropriate digital health surveillance 
during and beyond emergencies. 

Robust data remain the functional life force 
of all digital surveillance technologies. Hence, 
new governance mechanisms must build new 
and strengthen existing global data governance 
frameworks, and institutionalize innovative, trust-
worthy, and equitable international health data 
regulations with, for instance, a POSSICA protocol 

(guidelines on privacy, ownership, security, safety, 
interoperability, consent, and anonymization). 
Such regulations would engender multisector col-
laboration that respects human rights advocacy 
and action and could drive global, regional, and 
national representations of standards, benchmarks, 
and transparent regulatory mechanisms for digital 
contact tracing tools utilizable and evaluable in 
health emergencies. This would ultimately help 
build multistakeholder trust, which is essential for 
all health systems to function.

Further research and literature should am-
plify this call for building and strengthening 
stable global health data and technology gover-
nance frameworks to assist digital surveillance for 
COVID-19 responses and overall health systems 
strengthening. The appropriate institutionalization 
of such a rights-based framework would enhance 
trust, longer-term geographical equity, and com-
prehensive health and care. 
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Sekalala et al respond 

We welcome Akarsh Venkatasubramanian’s help-
ful commentary, which locates the different digital 
technologies that operate within public health sur-
veillance systems, supporting our argument that 
countries should employ the technology that is 
least restrictive of human rights.

We have two comments:
First, it is correct that we do not specifically 

acknowledge how health systems might be strength-
ened by using data produced by contact tracing to 
inform population-level digital health tools, and 
instead we focus on data for health uses, such as 
enforcing quarantines or isolation. However, we 
argue that data for outbreak surveillance tools are 
no different from other data for health uses. We 
think that the tests of necessity and proportionality 
should be used to gauge whether the data being col-
lected are really necessary for the health objective, 

and the risk to individuals is proportionate.
Secondly, Venkatasubramanian’s commentary 

challenges us to think about accountability beyond 
the United Nations system. Soft-law standard set-
ting can be useful in complex and specialized issues 
where we need actors to respond quickly, which is 
ideal for rapidly changing health technologies.1 
However, we are unsure whether this would entail 
shifting the governance of technological health sur-
veillance outside the United Nations and the World 
Health Organization system of global governance. 
If that is the proposition, we would be concerned 
that this could further fragment human rights in 
global health governance. We need to ensure that 
any efforts to create new accountability measures 
are consonant with existing human rights mecha-
nisms. As the current COVID-19 crisis has shown, 
there is an imperative for coordinated efforts in 
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1 S. Sekalala, Soft Law and Global Health Problems: Lessons from responses to HIV/AIDS, malaria and tuberculosis 
(Cambridge University Press, 2018).

managing global health crises, and we must ensure 
that the World Health Organization retains its le-
gitimate mandate under the International Health 
Regulations (2005) to coordinate global health 
efforts in this area. 

Final comment

I thank the authors for their clear and concise 
comments. In response to their second comment, I 
believe cross-sectoral accountability in health tech-
nology innovation for outbreak surveillance and 
beyond is essential, through trusted multi-stake-
holder platforms such as WHO, and that global 
governance must not shift out of WHO’s (or the 
UN’s) mandate. Instead, I recommend that govern-
ments (tech regulators), for-profits (tech developers), 
research/academia (tech evaluators) and civil soci-
ety must proactively and appropriately collaborate 
to ensure global governance frameworks and in-
struments within WHO (both existing, such as the 
International Health Regulations and new, such 
as potential international health data regulations) 
are strengthened and stabilised. As the authors say, 
we must maintain the overarching legitimacy of 
WHO.

A. Venkatasubramanian


