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Introduction

The Universal Declaration on Human Rights, adopted in 1948, proclaims that children and childhood are 
entitled to special care and assistance. Almost four decades later, the United Nations Convention on the 
Rights of the Child (CRC) was developed to provide further guidance on the full spectrum of rights that 
children—defined as people under the age of 18 years—are entitled to.1 The scale of digital transforma-
tion, and influence of digital technology in all aspects of our lives, could not have been imagined by those 
involved in creating these foundational human rights instruments related to children. Nevertheless, the 
guidance that these instruments provide is as valid in the digital age as it has ever been. 

If states were already in conformance with the CRC, children’s rights would be at the front and center 
of all decisions about the design, development, use, and governance of artificial intelligence, digital technol-
ogies, and the data they generate. However, as in the analog age, children’s rights are often an afterthought, 
or ignored altogether. Too little consideration is given to how different aspects of digital transformation 
might concern children, including the potential influence on their right to health. This results in digital 
tools and approaches that are blind to the needs and views of children, or worse, that undermine their 
rights and cause harm.2 Recent measures taken by social media platforms to reduce harmful content are 
recognition that insufficient attention to children’s rights in the design of digital technologies can have 
tragic consequences for children’s health and well-being.3 

Children are major users of digital platforms: globally, it is estimated that at least one in three internet 
users are children.4 As digital infrastructure improves and the cost of connectivity falls, more children, 
particularly in low- and middle-income countries, are set to come online over the next decade. This opens 
up huge opportunities for children currently excluded from participating in the digital world and also for 
private companies or political groups that seek to exploit, market to, or harvest the data of this new cohort 
of digital natives. More and more aspects of childhood are taking place online, from play to learning to 
connecting with friends and family (a shift that has accelerated rapidly since the COVID-19 pandemic), 

Louise Holly is a Policy and Research Consultant for the Secretariat of the Lancet and Financial Times commission entitled Governing Health 
Futures 2030: Growing Up in a Digital World, and Policy Lead for the Transform Health coalition.

Please address correspondence to the author. Email: louiseaholly@gmail.com.

Competing interests: None declared.

Copyright © 2020 Holly. This is an open access article distributed under the terms of the Creative Commons Attribution Non-Commercial 
License (http://creativecommons.org/licenses/by-nc/4.0/), which permits unrestricted non- commercial use, distribution, and reproduction in any 
medium, provided the original author and source are credited.



l. holly / perspective, big data, technology, artificial intelligence, and the right to health, 49-54

50
D E C E M B E R  2 0 2 0    V O L U M E  2 2    N U M B E R  2   Health and Human Rights Journal

which makes it increasingly urgent that states, 
technology companies, and other relevant actors 
be reminded of their obligations to promote and 
protect children’s rights in the digital environment. 

In recent years, a growing number of scholars 
and child rights advocates have been championing 
children’s rights in a digital age.5 Children’s rights 
specifically in relation to the digital transformation 
in health is an area that has not yet been considered 
in depth. This essay explores the need to protect and 
promote children’s right to health in a digital age 
and to ensure that digital transformation in health 
promotes children’s rights. The CRC is proposed as 
a framework for digital health actors to assess the 
potential impact of their decisions and actions on 
children’s rights.

What are the implications of digital 
transformation for children’s right to 
health?

Article 24 of the CRC recognizes the right of the 
child to the highest attainable standard of health. 
The digital transformation offers huge opportu-
nities for realizing this right through improving 
the availability and quality of health services for 
children, strengthening health systems, and em-
powering children with the knowledge and tools 
to manage their own health. Children use a range 
of digital tools—such as websites, social media, 
mobile phone apps, and wearable devices—to find 
and share health advice, track their activity and 
well-being, and create health promotional content 
themselves.6 Social determinants of child health 
such as family income, education levels, and the 
environment that children live in can also be posi-
tively influenced by digitalization in other sectors. 

Being digitally connected to friends, family, 
and the wider world is increasingly important for 
children’s well-being.7 However, a growing body 
of evidence suggests that the improper application 
and use of digital technologies can have negative 
implications for children and their right to health. 
Without adequate knowledge, skills, and support 
from caregivers, children’s exploration of the digital 
environment can expose them to harmful content, 

misinformation, and multiple forms of abuse. Dig-
ital marketing is a rapidly growing business that 
makes children vulnerable to the promotion of 
unhealthy foods, harmful products, and damaging 
ideas about body image. New forms of digital mar-
keting are particularly concerning, as they can be 
hard to distinguish from other content, particularly 
for younger children. Excessive time spent online is 
believed to be detrimental to the mental health and 
well-being of children and can displace other forms 
of physical activity, although there is no consensus 
on how much time online is too much.8

Asides from the direct hazards that the use of 
digital technology can present to children’s right 
to health, there are also risks that digitalization 
and new innovations are not being harnessed to 
their full potential for children. Most digital tools 
and approaches are not developed with children 
in mind—as primary or even potential users—so 
opportunities are being missed for technology to 
contribute to their better health, well-being, em-
powerment, and participation.9 COVID-19 has 
revealed the huge digital divide between those who 
have access to the infrastructure, digital devices, 
and affordable data packages needed to get online, 
and those who do not. Without concerted efforts, 
further digital transformation may increase in-
equalities in health outcomes and other outcomes 
important for children to thrive. 

Applying a child rights lens to digital 
health

Children’s right to health should be taken into ac-
count at all stages of digital transformation, and, 
equally, children’s rights in their entirety should 
be considered in relation to the transformation of 
different sectors, including health. 

As in other sectors, digital transformation in 
health is driven by data. Children, and often their 
caregivers, have limited knowledge and power to 
control the increased datafication and monitoring 
of their lives.10 In the pursuit of valid health goals, 
state and nonstate actors use a multitude of digi-
tal devices to capture children’s data, even before 
they are born.11 Biometric data is captured, for ex-
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ample, to boost vaccination rates with insufficient 
consideration of any unintended consequences on 
the enjoyment of other rights.12 Health data that 
enable people to be located, for example, can put 
children—particularly those from marginalized 
groups—at risk of discrimination or persecution.13 
Information in the public domain about a child’s 
health status can be used against them in the fu-
ture, such as by employers or insurance companies. 

Existing normative and technical guidance 
on the digital transformation of health systems 
and health care does not apply, or encourage oth-
ers to apply, a holistic child rights lens that takes 
into account the opportunities and risks of digital 
health for children. For example, the World Health 
Organization and International Telecommunica-
tion Union’s eHealth Strategy Toolkit, a document 
that guides member states in the development of 
digital health strategies and approaches, includes 
no references to human rights or children’s rights.14 
The 2018 World Health Assembly resolution on 
digital health urges member states to consider hu-
man rights obligations only in relation to policies 
and legislation around data protection.15 The World 
Health Organization’s forthcoming Global Strategy 
on Digital Health 2020–2024 speaks only in general 
terms about the importance of the appropriate use 
of technologies to protect against human rights 
violations. Children are not referred to as potential 
beneficiaries to be prioritized in the digitalization 
process, or as a group of rights-holders requiring 
special protection. UNICEF’s Approach to Dig-
ital Health is the strongest example of a digital 
health approach that is grounded in the right to 
health, although it does not explore all the ways in 
which digital health could promote or undermine 
children’s other rights, such as their rights to pro-
tection, nondiscrimination, and participation.16 

Using the CRC as a framework to evaluate 
digital health tools and approaches 

The CRC provides a ready checklist for all dig-
ital health actors—including those involved in 
information and communications technology 
infrastructure, technology developers, policy 

makers, regulators, health care providers, and civil 
society—to assess the potential positive and nega-
tive consequences of a digital health approach or 
intervention on children’s rights. The four general 
principles of the CRC offer a starting point:

•	 The right to life, survival, and development (arti-
cle 6): Do digital health policies and investments 
prioritize children’s right to life, survival, and 
development? How can digital health policies 
and interventions mitigate the risks to children’s 
right to life, survival, and development within 
the broader digital environment?

•	 The right to nondiscrimination (article 2): Will a 
digital health intervention be available and ac-
cessible to all children regardless of their or their 
parents’ status? What measures will be put in 
place to ensure that automated decision-making 
to support children’s health isn’t based on biased 
algorithms or datasets? How will children’s 
health data be protected so that it can’t be used 
to discriminate against them in later life?

•	 The best interests of the child (article 3): Is a dig-
ital health intervention being developed with 
the best interests of the child in mind? What 
potential harms to children, or violations of 
their rights, might arise from the application of a 
digital health intervention or from the collection 
or use of their health data?

•	 The child’s right to be heard in matters that affect 
them (article 12): How will children be involved 
in the design of a digital health policy or inter-
vention? How will children’s views be considered 
in each stage of its development and use? What 
knowledge and support do children need for 
informed and meaningful engagement in digital 
health development and governance?

Digital health actors should also ask how their 
approach or intervention will support other child 
rights and how any potential violation of these 
rights will be mitigated. This would include the 
rights to protection of identity and privacy (arts. 
7 and 16); protection against harmful information 
and material (art. 17(e)); protection against physi-
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cal and mental violence, injury or abuse, sexual 
exploitation and abuse, and all other forms of ex-
ploitation (arts. 19 and 34–37); freedom of expression 
and thought (arts. 13–14); information, knowledge, 
and education (arts. 17, 24, and 28–29); physical and 
psychological recovery and social reintegration of 
a child victim of neglect, exploitation, abuse, or 
armed conflict (art. 39); and play, leisure, and cul-
ture (arts. 30–31).

Several general comments have been devel-
oped by the Committee on the Rights of the Child 
that help interpret the CRC in the digital age and 
provide further guidance to state and nonstate ac-
tors about the potential effects of digital technology 
on children’s right to health:

•	 CRC General Comment 15 on the right of the 
child to the enjoyment of the highest attainable 
standard of health calls on states to invest in 
innovative technologies as a way of reaching 
vulnerable groups of children. It also urges states 
to ensure that health information systems are 
reliable and transparent and protect the right to 
privacy. It calls on all nonstate actors engaged 
in health promotion and services to act in com-
pliance with the CRC and to ensure compliance 
by any partners who deliver services on their 
behalf. Mass media organizations are called on 
to promote health and healthy lifestyles among 
children; to ensure the privacy and confiden-
tiality of children and adolescents; and not to 
advertise substances or produce content that is 
harmful to health or that perpetuates health-re-
lated stigma.17

•	 CRC General Comment 16 on state obligations 
regarding the impact of the business sector on chil-
dren’s rights reinforces the call to businesses to 
strengthen the realization of children’s rights (for 
example, through technological advances) and 
to meet their responsibilities regarding children’s 
rights. It calls for digital media to be regulated to 
protect children from harmful information and 
material.18 

•	 CRC General Comment 20 on the implementation 
of the rights of the child during adolescence notes 

that the internet provides opportunities for ado-
lescents to access health information, protective 
support, and counseling. It can also be used by 
states to communicate and engage with adoles-
cents. The general comment calls on states to 
adopt measures to promote equal access to digi-
tal citizenship and to ensure that all adolescents 
have access, without discrimination, to different 
forms of media and support. It recommends 
digital literacy training and support as part of 
the basic education curriculum and encourages 
states to require businesses to undertake child 
rights due diligence with a view to identifying, 
preventing, and mitigating the impact of risks on 
children’s rights when using digital media and 
information and communications technology.19

To protect and promote children’s right to health 
in a digital age, and to ensure that digital health 
promotes children’s rights, everyone involved in 
the digital transformation in health and other 
sectors must take proactive measures to implement 
the CRC and make children’s rights a core guiding 
principle in the design, use, and governance of 
technology and data.

All relevant actors should use the CRC as 
a framework to assess the potential benefits and 
risks for children of any digital health technology 
or data-related policy or intervention. Indeed, So-
nia Livingstone has proposed that a child rights 
impact assessment be required before any digital 
innovation is developed.20 States that have ratified 
the CRC should fulfill their own obligations and 
use legislation and policies to ensure that nonstate 
actors involved in digital health also realize chil-
dren’s rights. 

Further guidance on the horizon

The Committee on the Rights of the Child is 
currently developing a new general comment on 
children’s rights in relation to the digital environ-
ment.21 The general comment, which is due to be 
published in 2021, will offer further direction to 
states on meeting their obligations to promote and 



l. holly / perspective, big data, technology, artificial intelligence, and the right to health, 49-54

   D E C E M B E R  2 0 2 0    V O L U M E  2 2    N U M B E R  2   Health and Human Rights Journal 53

protect children’s rights—including the right to 
health—in the digital environment and to ensure 
that other actors, including private businesses, also 
meet their responsibilities. 

Clarity on children’s rights in the digital 
environment will not automatically lead to those 
rights being protected. States and regional bodies 
need to develop stronger policies and regulations 
to safeguard children and their data in the digital 
environment and to hold those who fail to realize 
children’s rights to account. Children’s views must 
be regularly sought and acted on by policy makers 
and technology developers. Stronger global gover-
nance and technical cooperation is also needed to 
ensure that the achievement of global health goals 
is not pursued at the expense of other rights. The 
Governing Health Futures 2030: Growing Up in a 
Digital World commission convened by the Lancet 
and Financial Times will supply urgently needed 
recommendations on the governance of digital 
technologies in relation to health, human rights, 
and public goods.22

Digital technology and data analytics continue 
to advance at speeds that policy makers can rarely 
keep up with. The opportunities and risks around 
health in the digital age are not yet fully known 
and will continue to evolve. The environment that 
children are growing up in may be changing, but 
their rights remain unassailable both on and of-
fline. That is why the CRC and other human rights 
instruments must continue to provide a compass 
for everyone involved in digital development. 
When children’s rights are at the front and center 
of all decisions about the design, development, use, 
and governance of digital health technologies and 
health data, then we will all fully benefit from their 
transformative potential. 
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